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Abstract— Traditional wisdom for network resource manage-
ment allocates separate frequency-time resources for measure-
ment and data transmission tasks. As a result, the two types of
tasks have to compete for resources, and a heavy measurement
task inevitably reduces available resources for data transmission.
This prevents interference graph estimation (IGE), a heavy
yet important measurement task, from being widely used in
practice. To resolve this issue, we propose to use power as
a new dimension for interference measurement in full-duplex
millimeter-wave backhaul networks, such that data transmission
and measurement can be done simultaneously using the same
frequency-time resources. Our core insight is to consider the
mmWave network as a linear system, where the received power of
a node is a linear combination of the channel gains. By controlling
the powers of transmitters, we can find unique solutions for the
channel gains of interference links and use them to estimate
the interference. To accomplish resource allocation and IGE
simultaneously, we jointly optimize resource allocation and IGE
with power control. Extensive simulations show that significant
links in the interference graph can be accurately estimated with
minimal extra power consumption, independent of the time and
carrier frequency offsets between nodes.

Index Terms— mmWave backhauling, interference graph esti-
mation, resource allocation.

I. INTRODUCTION

NETWORK densification is a key mechanism to increase
spectrum reuse such that the network capacity can be

greatly boosted for future explosive growth of user demand.
However, denser small cells will inevitably increase the
deployment cost if small cells are connected with a fiber back-
haul [2]. For fast and cost-effective deployment of dense small
cells, millimeter-wave (mmWave) backhauling is proposed as
a promising backhaul alternative. In recent years, mmWave
backhauling has been adopted in the integrated access and
backhaul (IAB) networks for the deployment of 5G and
beyond systems [3], [4], [5], which jointly optimizes the access
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and backhaul networks for the overall network performance.
With the self-interference cancellation (SIC) techniques [6],
[7], full-duplex capability can be integrated for mmWave
backhauling. Full-duplex mmWave backhauling can alleviate
the network bottleneck, which greatly improves the latency
and throughput of IAB networks [8].

In mmWave communications, to combat large path loss
in high-frequency bands, the transmitters generally employ
beamforming techniques to direct their beams towards the
receivers, resulting in less interference between links. Despite
that, under dense deployment, mmWave networks are shown
to still operate in the interference-limited regime: the network
capacity is significantly affected by the interference among
nodes [9]. Full-duplex communication allows more concurrent
transmissions in the backhaul networks but also incurs more
severe and complicated interference [10]. It is thus critical to
effectively estimate and manage interference for resource allo-
cation in full-duplex mmWave backhaul networks. However,
compared to extensive research on interference management,
interference estimation is less explored. Most of the existing
works focus on resource allocation under the assumption that
interference can be effectively and accurately estimated [11],
[12]. Our work complements existing efforts on resource
allocation by estimating the interference graph that depicts
the interference between any pair of mmWave links in the
network. Efficient interference graph estimation (IGE) is cru-
cial for the practical use of resource allocation algorithms in
full-duplex mmWave backhauling.

In dense mmWave networks, interference is depicted in
problem formulations in different forms. The simplest form is
a conflict graph (or contention graph) dictating if each pair of
links can be active at the same time [13], [14]. Based on the
conflict graph, scheduling plans of concurrent transmissions
can be determined [15], [16]. In a conflict graph, links not
allowed for concurrent transmissions significantly interfere
with each other. To construct a conflict graph, we typically
need to estimate the interference between each pair of links
and compare it against a threshold [17]. However, as discussed
in [18], it incurs high overheads to directly measure inter-link
interference: a network with n links includes O(n2) pairs of
links to be measured. It is possible to reduce the measurement
overheads by measuring only a subset of links and inferring
the rest using matrix completion [19] or graph embedding
techniques [20]. However, these techniques leverage node or
link similarities to predict interference distribution, incapable
of guaranteeing link-level interference estimation accuracy for

1536-1276 © 2024 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
See https://www.ieee.org/publications/rights/index.html for more information.

Authorized licensed use limited to: Shanghai Jiaotong University. Downloaded on March 17,2025 at 08:28:26 UTC from IEEE Xplore.  Restrictions apply. 

https://orcid.org/0009-0004-2881-357X
https://orcid.org/0009-0004-3365-1333
https://orcid.org/0000-0003-1287-3311
https://orcid.org/0000-0002-1353-1420


13618 IEEE TRANSACTIONS ON WIRELESS COMMUNICATIONS, VOL. 23, NO. 10, OCTOBER 2024

the construction of conflict graphs. Moreover, conflict graphs
depict the binary relations between links, which cannot capture
the additive nature of interference. As a result, conflict graphs
cannot effectively avoid significant interference when multiple
concurrent links exist.

The second form to characterize interference in mmWave
communications is modelling, which can be used to estimate
the magnitude of interference and to capture its additive
nature. With modelling, the channel and antenna gains for
each mmWave link can be easily obtained to estimate the
interference. Modelling the channel and antenna patterns
requires choosing proper model parameters based on the
propagation environment and there exist a variety of choices.
A mmWave channel could consist of either a single line of
sight (LOS) component, purely scattering components, or a
mix of both the LOS and scattering components [21], [22].
Each component could further experience different degrees of
path loss and fading [23], [24]. In outdoor spaces, path loss
is typically assumed to be inversely proportional to the square
of the distance and frequency, whereas the path loss exponent
becomes larger in environment with rich obstacles [23]. Sim-
ilarly, the fading channel gain is assumed following different
distributions depending on the propagation environment [24].
It is, therefore, rather difficult to model a complex propagation
environment, which could be best depicted with a combination
of dynamic channel models. Moreover, estimating the direc-
tional antenna gain often requires approximating the actual
antenna patterns, which cannot be simply approximated by
a sectored antenna model due to irregular radiation shapes
caused by hardware imperfections, as demonstrated in real-
world experiments [25]. Both the complexities and errors in
modelling the channel and antenna patterns make it impractical
to estimate the interference accurately. This leads to poor
resource allocation decisions and, consequently, degraded net-
work performance.

More recently, considering the complexities in both inter-
ference modelling and measurements, machine learning
techniques have been used to learn a direct mapping from
network information to resource allocation decisions without
directly estimating the interference. In [18], a deep learning
approach is proposed to use the geographic locations of nodes
as input and learn link scheduling decisions from a large
scale of network layouts to achieve the maximum sum rate in
device-to-device networks. Further improvement using graph
embedding and deep neural networks reduces the scale of
training data from hundreds of thousands to hundreds of
network layouts [26]. Similarly, deep learning models have
also been used to improve other performance metrics, e.g., age
of information (AoI) [27]. These machine learning techniques
typically learn the mapping from static network information
to link scheduling decisions, not adaptive to fast changing
network conditions, e.g., fading.

In cellular networks, to support coordinated multi-point
transmission, 4G Long Term Evolution Advanced (LTE-A)
standards introduce channel state information interference
measurement (CSI-IM) reference signals to measure the inter-
ference between BSs and UEs. Specifically, when an UE
reports its received signal strength (RSS) on a resource

element (RE) where no signal is transmitted by its serving BS,
the reported RSS is then the interference from other BSs on
the subcarrier of the RE [28]. For scheduling purposes, inter-
ference has to be measured separately for each interfering BS,
which requires operations telling UEs which RBs to measure
and which RBs to be used for reporting back measurements.
This incurs heavy measurement overheads when the number of
interfering BSs is large, especially in dense networks. More
importantly, this process requires symbol-level synchroniza-
tion between BSs and accurate estimation of carrier frequency
offsets (CFOs) between UEs and their interfering BSs [29].
However, strict time synchronization is difficult in a fiber
backhaul [30] and becomes even harder in a multi-hop wireless
backhaul [31].

Motivated by these challenges, we want to 1) efficiently
estimate the interference graph, depicting the channel gains of
interference links, for full-duplex mmWave backhaul networks
under time offsets (TO) and CFO, and 2) use the interference
graph to improve the efficiency of resource allocation. We pro-
pose to use power as a new dimension for interference graph
estimation such that data transmission and measurement can be
done simultaneously with the same frequency-time resources.
Our core insight is that the received power of a node can be
expressed as a linear combination of the channel gains. In a
time-slotted network, manipulating the powers of transmitters
enables each receiving node to have different received powers
across time slots, i.e., a group of linear equations for each
node. If the powers of transmitters form a full-rank matrix,
the channel gains have a unique solution. Compared to the
reference signal (RS)-based IGE, sensitive to TO and CFO,
our approach achieves IGE in the power domain, making its
performance robust to TO and CFO.

In summary, our contributions in this paper are as follows.
• We show that the mmWave network can be considered as

a linear system and propose to estimate the interference
graph by manipulating the transmit powers of nodes,
which is robust to TO and CFO. We further derive the
error bounds of the estimated channel gains for both
communication and interference links.

• We formulate a multi-objective optimization problem
to jointly optimize the energy efficiency in resource
allocation and the condition number in IGE, such that
IGE can be conducted accurately and simultaneously
with resource allocation using the same frequency-time
resources. We design iterative algorithms to solve the
problem and prove the convergence of these algorithms.

• We evaluate our approach with extensive simulations
under various network settings and show that our
approach can accomplish resource allocation and IGE
simultaneously with minimal overhead on power con-
sumption.

Note that compared to our previous conference paper [1],
we have added substantial additional material in this paper,
including the practical power control scheme for achieving
power linearity, the bounds of channel gain estimation errors,
and a new multi-objective formulation and solution of the joint
optimization problem for resource allocation and IGE. The rest
of this paper is organized as follows. Section II presents the
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TABLE I
NOTATIONS

Fig. 1. Multi-hop mmWave backhaul network.

system model for IGE. Section III presents the power-domain
approach to IGE and conducts the error analysis. A joint opti-
mization problem is formulated and solved in Section IV and
the performance is evaluated with simulations in Section V.
Section VI concludes the paper.

II. SYSTEM MODEL

This section presents the backhaul network architecture and
the channel and interference models. The notations frequently
used in this paper are summarized in Table I.

A. Millimeter-Wave Backhauling

We consider a multi-hop mmWave backhaul network
with K BSs, one of which serves as a gateway to the core
network, as shown in Figure 1. Each BS is equipped with
a full-duplex radio such that it can transmit data to one
node and receive data from another node simultaneously. Self-
interference cancellation (SIC) techniques are employed at
each BS to cancel self-interference. All BSs are assumed to be
time-synchronized and scheduled to transmit and receive data
at specified time slots. The scheduling decision is made at the
gateway in a centralized way, which requires each BS to report
local power measurements of received signals for IGE. After a
scheduling plan is made, it is disseminated from the gateway to
all BSs. Both the data collection and dissemination for network
management purposes are done through the backhaul network

using the control channel. Each BS modulates the transmit-
ted symbols with orthogonal frequency division multiplexing
(OFDM) and uses all Nc subcarriers for each transmission.
Concurrent transmissions in the same time slot may interfere
with each other. This time-slotted mmWave backhaul network
is compatible with the 5G IAB architecture and thus can be
used to provide wireless backhauling in the IAB networks.

We consider the CFO and TO between BSs in the wireless
backhaul network. Since BSs are not mobile, the Doppler
frequency shift is negligible and CFO is mainly caused by
the oscillator mismatch in frequency [29]. The TO arises from
the synchronization errors among BSs as well as the difference
in the propagation delays when considering the signals from
multiple transmitters to the same receiver [32]. We assume
that no cooperative transmission is used and that each receiver
is assumed to receive data from a single transmitter. For
demodulation, each receiver only needs to estimate the CFO
of the transmitter and will not compensate the CFOs of
other transmitters. Moreover, per the 5G standards [33], the
subcarrier spacing for mmWave communications could be
as large as 960kHz, equating to approximately 1µs symbol
time and 0.07µs CP length. Since nanosecond-level time
synchronization is hard to achieve even in wired networks [30],
let alone in wireless backhauling networks [31], we assume
that TO could be larger than CP length.

B. Channel Model

Let (s, z) be the directional link from BS s to z, and E be the
set of all directional links. For simplicity, each BS is assumed
to have M transmit antennas and M receive antennas. The
channel from BS s to z is denoted as H(s,z) ∈ CM×M . When
BS s is transmitting to BS z, the transmit beamforming and
receive combining vectors of BSs s and z are γ̃s ∈ CM×1 and
ω̃z ∈ CM×1, respectively. Since BSs are typically deployed
at high places with fixed locations, the channel coherence
time between BSs is as large as hundreds of milliseconds for
mmWave communications, even in windy days [34]. We thus
can assume that H(s,z) is approximately constant during the
process of IGE, which takes much less time than the coherence
time.1 We denote the residual CFO of BS s with respect to BS
z as ϕ(s,z), normalized to the subcarrier spacing with a range
between −0.5 and 0.5, and the TO of link (s, d) as µ(s,d). Let
xz[i] and yz[i] be the i-th transmitted and received samples
of nodes z, respectively. The i-th received sample of node z
with beamforming towards node k can be expressed as

yz[i] =
∑

(s,d)∈E\{(z,k)}

ej2πiϕ(s,z)ω̃T
z H(s,z)γ̃sxs[i− µ(s,d)]

+
√

ηω̃T
z HSI

z γ̃zxz[i]︸ ︷︷ ︸
rSI
z [i]

+ ω̃T
z v[i], (1)

where E is the set of all links, (z, k) is the directional link
originating from node z, HSI

z is the self-interference cha-
nnel, η is the SIC capability provided by the SIC techniques,

1Our goal is not to estimate H(s,z) for precoding between the transmitters
and receivers, but rather to estimate the gains of interference channels for
resource allocation, as detailed in Section II-C.

Authorized licensed use limited to: Shanghai Jiaotong University. Downloaded on March 17,2025 at 08:28:26 UTC from IEEE Xplore.  Restrictions apply. 



13620 IEEE TRANSACTIONS ON WIRELESS COMMUNICATIONS, VOL. 23, NO. 10, OCTOBER 2024

rSI
z [i] is the residual self-interference (SI), and v[i] ∼
CN (0, σ2

vI) is the noise variance at each antenna of the
receiving BS. Let heq

(s,d),(k,z) = ej2πiϕ(s,z)ω̃T
z H(s,z)γ̃s be

the equivalent channel from link (s, d) to (k, z) considering
transmit beamforming and receive combining. Similarly, let
hSI

z =
√

ηω̃T
z HSI

z γ̃z be the equivalent residual SI channel.
We can rewrite Eq. (1) as

yz[i] =
∑

(s,d)∈E

heq
(s,d),(k,z)xs[i− µ(s,d)] + nz[i], (2)

where heq
(z,d),(k,z) = hSI

z is the equivalent residual SI channel

and nz[i] = ω̃T
z v[i]. Since beam coherence time is longer

than channel coherence time [35], we can consider that
heq

(s,d),(k,z) and hSI
z are approximately constant during the

channel coherence time. We want to estimate the magnitudes
of these equivalent channels and subsequently use them for
resource allocation. The time-domain sample xs[i] is the
inverse discrete Fourier transform (IDFT) of the modulated
symbols, {Xs[r]}Nc−1

r=0 , i.e.,

xs[i] =
1√
Nc

Nc−1∑
r=0

Xs[r]ej2πir/Nc , 0 ≤ i ≤ Nc + Ng − 1,

(3)

where Xs[r] is the modulated symbol on subcarrier r trans-
mitted by BS s, and Ng is the length of the cyclic prefix (CP).

C. Interference Model

Resource allocation problems involving interference need to
adopt an interference model, where interference is typically
assumed to be additive. We present the additive interfer-
ence model for full-duplex mmWave networks and relate the
interference model with the above channel model, such that
our IGE approach can be easily integrated with the existing
resource allocation problems. In the mmWave network, each
node employs the beamforming techniques to generate a radi-
ation pattern with a main beam and multiple side lobes. Due to
hardware constraints, the mmWave nodes could have limited
codebook size for beamforming and irregular radiation pat-
terns [25], which makes interference nulling difficult. We thus
consider the interference from both the main beam and the
side lobes of transmitters. In mmWave communications, inter-
ference depends on the directions of both transmission and
reception. Suppose that nodes s and k are transmitting to nodes
d and z, respectively. Let g(s,d),(k,z) denotes the equivalent
channel gain from link (s, d) to link (k, z), where g(z,d),(k,z)

is the equivalent residual SI channel gain of node z. The
equivalent channel g(s,d),(k,z) is a product of the transmission
gain at node s, the channel gain of the interference link from
node s to z, and the reception gain at node z, denoted as
gt
(s,d),(k,z), gc

(s,d),(k,z), and gr
(s,d),(k,z), respectively. Let ptx

s be
the transmit power of node s to node d, and prx

z be the received
power of node z from node k. The received power of node z
can be expressed as

prx
z =

∑
(s,d)∈E

gt
(s,d),(k,z)g

c
(s,d),(k,z)g

r
(s,d),(k,z)︸ ︷︷ ︸

g(s,d),(k,z)

ptx
s + Wz,

where Wz is the noise power of node z. Suppose that node k
is transmitting to node z, we can express the signal-to-
interference-plus-noise ratio (SINR) at node z as

SINR(k,z) =
g(k,z),(k,z)p

tx
k

Wz +
∑

(s,d)∈E\(k,z)

g(s,d),(k,z)ptx
s

, (4)

where g(s,d),(k,z) =
∣∣∣heq

(s,d),(k,z)

∣∣∣2.

III. INTERFERENCE GRAPH ESTIMATION:
A POWER-DOMAIN APPROACH

In this section, we present the feasibility of power-domain
IGE and design a practical power control scheme. After that,
we analyze and bound the channel gain estimation error.

A. Estimating Interference Graph With Power Control

Lemma 1: In full-duplex mmWave networks, if E[|Xk

[i]|2] = E[|Xk[j]|2] for i ̸= j and E[Xk[i]] = 0 for all i’s and
k’s, the expected receive power of node z with beamforming
towards node k is a linear combination of the equivalent
channel gains, independent of TOs and CFOs, i.e.,

E[|yz[i]|2] =
∑

(s,d)∈E

g(s,d),(k,z)E[|xs[i]|2] + Wz, (5)

where Wz is the expected thermal noise power.
Proof: Please refer to Appendix A.

Let si and di be the senders and receiver of the i-th
directional link, respectively, and ptx

si
[t] and prx

di
[t] be the

transmit and receive powers of nodes si and di at time t.
Theorem 1: The equivalent channel gains between links can

have a unique solution, if the transmit powers of senders of
different links over time satisfy

rank(P) = |E|, (6)

where P =
[
ptx

s1
, . . . ,ptx

s|E|

]
and ptx

si
= [ptx

si
[j], . . . , ptx

si
[j +

n − 1]]T includes the transmit powers of the sender of link
(si, di) from time j to j + n− 1.

Proof: Suppose that node z directs beamforming towards
node k. Let prx

z = [prx
z [j], . . . , prx

z [j + n− 1]]T be the receive
powers of node z including the self-interference at different
times, and w = [Wz[j], . . . ,Wz[j + n− 1]]T be the vector of
noise power. According to Eq. (5), we can have

prx
z = Pg(k,z) + w, (7)

where g(k,z) = [g(s1,d1),(k,z), . . . , g(s|E|,d|E|),(k,z)]T , (si, di) ∈
E , and g(si,di),(k,z) is the residual SI channel when si = z.
Since P ∈ Rn×|E| and n ≥ |E|, g(k,z) has a unique solution
if rank(P) = |E|.

Theorem 1 shows that it is feasible to estimate channel gains
if the actual transmit powers can approximate the expected
transmit powers and form a full-rank matrix. We can also
see that compared to the RS-based approach, sensitive to TO
and CFO, our approach conducts IGE in the power domain,
making its performance robust to TO and CFO. The estimated
channel gains can be then used in Eq. (4) to estimate the SINR
for resource allocation problems.
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Fig. 2. Error bounds under square M -QAM modulations, where P[E]
denotes the probability of the approximation error falling beyond the tolerable
range.

B. Approximating the Expected Transmit Power

Suppose that the node k has Nk modulated symbols to
send on each subcarrier, equating to Nk OFDM symbols
including NkNs time-domain samples, where Ns = Nc + Ng

is the number of time-domain samples within an OFDM
symbol. Let XI

k [i] and XR
k [i] be the imaginary and real

parts of Xk[i], respectively. The maximum values of XI
k [i]

and XR
k [i] are denoted as XI,max

k and XQ,max
k . We further

denote xI
k[i] and xQ

k [i] as the I/Q components of xk[i] and
the average transmit power over Nk OFDM symbols is p̄tx

k =
1

NkNs

∑NkNs

j=1 |xk[j]|2 and the expectation of p̄tx
k is denoted

as µk = E[p̄tx
k ]. We want to approximate µk with p̄tx

k and
derive the condition for the difference |p̄tx

k − µk| to be less
than µkδ, where 0 ≤ δ ≤ 1 is the tolerable approximation
error.

Theorem 2: Assuming that CP-OFDM is used for modu-
lation and that modulated symbols are chosen with equal
probability from the constellation such that E[Xk[i]] = 0 and
Var(XI

k [i]) = Var(XR
k [i]) = σ2

k for all i’s and k’s, the
average transmit power can be bounded as

P
[∣∣p̄tx

k − µk

∣∣ ≥ µkδ
]
≤ 2 min

∆

{
ef1(∆) + ef2(∆)

}
,

with

f1(∆) = −NkNg(N2
c −Nc)σ4

k

4(XI,max
k )4

Q

(
(XI,max

k )2Ns∆
Ng(Nc − 1)σ4

k

)
,

and

f2(∆) = −NkNcη
2
k

b2
k

Q

(
bk(µkδ −∆)

η2
k

)
,

where ∆ is chosen to minimize the sum of ef1(∆) and ef2(∆),

Q(t) = (1 + t) log(1 + t), bk = 2
(
XI,max

k

)2

− 2σ2
k, and

η2
k = E

[
|Xk[i]|4

]
− 4σ4

k.
Proof: Please refer to the Appendix B.

Remark 1: For modulations with symbols of equal energy,
e.g., quadrature phase shift keying (QPSK) and binary
phase-shift keying (BPSK), the average power p̄tx

k is equal
to µk, indicating that P [|p̄tx

k − µk| ≥ µkδ] = 0 for δ > 0.
Using Theorem 2, we show that it is feasible to approx-

imate the expected transmit power with a small number of
OFDM symbols. Let E denote the event that |p̄tx

k − µk| is
greater than µkδ. We want P[E] to be controlled within a
tolerable range. Fig. 2 shows the simulation results for P[E]’s
under different square M -quadrature amplitude modulation

Fig. 3. Power control scheme for interference graph estimation.

(M -QAM) modulations, where Nc = 1024 and Ng = 72.
When δ = 0.01, the solid lines in Fig. 2(a) show that more
than 78 OFDM symbols are needed to reduce the upper bound
(UB) of P[E] to 0.01 or lower for 16-QAM modulation. For
64-QAM modulation, this number increases to 86 OFDM
symbols. From 64-QAM to 256-QAM modulations, the UBs
are almost the same. To understand P[E] in random cases,
we randomly select modulated symbols with equal probability
from the constellation and check if event E occurs. This
process is repeated 10,000 times under each symbol size
(i.e., the number of OFDM symbols used) to calculate P[E].
The dashed lines show that the probability of event E in
random cases is much less than the upper bound. Using only
about 25 OFDM symbols can control P[E] to 0.01 or lower.
Relaxing the approximation error (δ) to 0.02 can further reduce
the required number of OFDM symbols to 5 for achieving the
same P[E]. From the above results, we can conclude that it
is possible to approximate the expected transmit power with
a reasonable number of OFDM symbols.

C. Power Control Scheme for Interference Graph Estimation

Theorems 1 and 2 together indicate that we can design
a simple power control scheme for IGE in a time-slotted
mmWave multi-hop network. As shown in Fig. 3, to approx-
imate the expected transmit power, each link has to transmit
with the same power over several consecutive time slots,
referred to as a block. The number of consecutive time
slots (denoted as ns) in a block is determined based on
Theorem 2. Since links may differ in modulation schemes,
blocks of different lengths are needed for each link. For design
simplicity, we enforce all links to use the same block length.
Since this example includes three links, a 3-by-3 full-rank
transmit power matrix needs to be constructed. Suppose that
a network includes nl links. A total number of nsnl slots is
required for the IGE process. Reducing ns helps accelerate the
IGE process at the cost of an increasing approximation error
to the expected transmit power. The trade-off between the time
consumption and accuracy of IGE will be further discussed in
Section V-B.

From Theorem 1, we know that the expected received power
is a linear combination of the equivalent channel gains and the
expected transmit powers, i.e., prx

z = Pg(k,z) + w, which can
be rewritten as

Pg(k,z) = bz, (8)

where bz = prx
z − w. However, as the number of OFDM

symbols used for transmission is limited, bz is not directly
measurable. The receiver can only measure the actual received
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power, denoted as bz , by averaging over the received symbols
in each block. We estimate the channel gains as

Pĝ(k,z) = bz, (9)

where ĝ(k,z) = [ĝ(s1,d1),(k,z), . . . , ĝ(s|E|,d|E|),(k,z)]T denotes
the estimated equivalent channel gains from other links to
link (k, z).

D. Error Analysis

This section presents two types of channel estimation errors
and their bounds. The per-link error is the difference between
g(k,z) and ĝ(k,z), which describes the channel estimation
errors between link (k, z) and each of the rest. The per-pair
error is the channel estimation error between two specific
links, which is of more granularity. Both the estimation errors
will be considered in the formulation of the resource allocation
problems in Section IV.

Suppose that nb blocks are used for the IGE process, where
nb ≥ |E|. Let fz ∈ Rnb×1 be the difference between the
actual and the expected received powers of node z, i.e., bz =
bz +fz . Let ϵb = ||fz||/||bz|| be the relative perturbation for
the received power.

Theorem 3: (Per-link error) The channel estimation error
for link (k, z) can be bound as

∥ĝ(k,z) − g(k,z)∥ ≤ κ(P)∥g(k,z)∥ϵb

where κ(P) is the condition number of P.
Proof: Recall that P ∈ Rnb×|E| and nb ≥ |E|, where P is

a column full-rank matrix with the left inverse P†. Combining
Eq. (8) and (9), we have ĝ(k,z) − g(k,z) = P†f (k,z). Hence,

∥ĝ(k,z) − g(k,z)∥
∥g(k,z)∥

≤ ∥P†∥∥fz∥
∥g(k,z)∥

≤ ∥P†∥∥P∥ ∥fz∥
∥P∥∥g(k,z)∥

≤ ∥P†∥∥P∥∥fz∥
∥bz∥

= κ(P)ϵb.

Theorem 3 indicates that we can lower the channel esti-
mation bound for link (k, z) by reducing either κ(P) or ϵb.
We can minimize κ(P) by carefully choosing the transmit
powers of nodes, as will be further discussed in Section IV.
We can further decrease κ(P) by using a transmit power
matrix of a larger size.

Theorem 4: If the transmit powers of nodes can be con-
trolled, for P ∈ Rnb×|E|, the condition number of P can be
reduced by using a larger nb.

Proof: Let Pi = [ptx[1], . . . ,ptx[j], . . . ,ptx[i]]T be a
submatrix consisting of the first i rows of P, where ptx[j] =
[ptx

s1
[j], . . . , ptx

s|E|
[j]] and i = |E|, . . . , nb. Let αi and βi be

the largest and smallest singular values of Pi, respectively,
and ki = αi/βi be the condition number. It has been shown
in [36] that α2

i+1 ≤ α2
i + (uT

i+1p[i + 1])2 and β2
i+1 ≥

β2
i +(vT

i+1p[i+1])2, where ui+1 and vi+1 are the eigenvectors
of PT

i+1Pi+1 corresponding to α2
i and β2

i , respectively. Hence,

k2
i+1 ≤ k2

i ×
1 + (uT

i+1p
tx[i + 1])2/α2

i

1 + (vT
i+1p

tx[i + 1])2/β2
i

.

Since α2
i ≥ β2

i , if vT
i+1p

tx[i + 1] > uT
i+1p

tx[i + 1], we can
conclude ki+1 < ki. The condition can be satisfied if we let the
transmit power matrix Pi+1 = [Pi;ptx[i + 1]], where ptx[i +
1] = vi+1. This means that using a larger transmit matrix
helps reduce the condition number of P.

We will show how the choice of nb decreases the condition
number of P with experiments in Section V-B.

Lemma 2: Assuming that fz is known, the estimation error
for the equivalent channel gain between a pair of links can
be bounded as

|ĝ(s,d),(k,z) − g(s,d),(k,z)| ≤ ∥ri∥·∥fz∥, (11)

where i is the index of g(s,d),(k,z) in g(k,z) and ri is the i-th
row of P†, the left inverse of P.

Proof: Recall that we want to estimate ĝ(k,z) from the
linear system, Pĝ(k,z) = bz + fz . Based on the perturbation
theory in [37], the component-wise error can be written
as
∣∣ĝ(s,d),(k,z) − g(s,d),(k,z)

∣∣ = ∥ri∥∥b∥ϵb cosψf,i, where
cosψf,i is the angle between ri and fz . Hence,∣∣ĝ(s,d),(k,z) − g(s,d),(k,z)

∣∣ = ∥ri∥∥fz∥ |cosψf,i|
≤ ∥ri∥∥fz∥.

Lemma 2 tells us that the upper bound of the
component-wise error depends on ∥fz∥. By further bounding
∥fz∥, we can derive a bound for the estimation error. However,
bounding ∥fz∥ requires knowing g(k,z), which cannot be
obtained. Instead, we want to bound the expected estimation
error for the equivalent channel gain, denoted as ∆(s,d),(k,z) =
Eg[|ĝ(s,d),(k,z) − g(s,d),(k,z)|].

To bound ∆(s,d),(k,z), we write fz[i] as in Eq. (10), shown
at the bottom of the next page, where

F(k,z)[r] =
∑

(s,d)∈E

∑
(l,v)∈E

[−3pt](l,v) ̸=(s,d)

q(s,d),(k,z)[r]q∗(l,v),(k,z)[r],

V(k,z)[r] = nz[r]
∑

(s,d)∈E

q(s,d),(k,z)[r],

s[r] =
∑

(s,d)∈E

g(s,d),(k,z)

(
E[|xs[r]|2]− |xs[r]|2

)
,

q(s,d),(k,z)[r] = heq
(s,d),(k,z)x(s,d)[r − µ(s,d)].

We want to bound the three items in Eq. (10) separately.
Suppose that mi samples are needed for the probability of
items i being greater than Ai to be less than βi, i.e.,
P[| i | > Ai] ≤ βi, for i = 1, 2, 3. We can calculate Ai’s
as follows.

Lemma 3: For edge (k, z) ∈ E , given β and the number of
samples, mi’s, Ai’s can be calculated as

A2
1 =

4
m1β1

∑
(s,d)∈E

∑
(l,v)∈E

(l,v)̸=(s,d)

σ2
sσ2

l E
[
g(s,d),(k,z)

]
E
[
g(l,v),(k,z)

]
,

A2
2 =

1
m2β2

∑
(s,d)∈E

E
[
g2
(s,d),(k,z)

]
(4σ4

s −
4

Nc
σ4

s),

A2
3 =

1
m3β3

σ4
v .

Proof: Please refer to Appendix C.
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With the probabilistic bound for each item in Eq. (10), the
per-pair estimation error can then be bounded as follows. The
per-pair error will be used in the optimization problem (P1)
to incorporate the impact of channel gain estimation error.

Theorem 5: (Per-pair error) For edge (k, z) ∈ E , the
expected channel gain estimation error, ∆(s,d),(k,z), can be
bounded with probabilistic guarantee as

P

∆(s,d),(k,z) ≤ ∥ri∥
3∑

j=1

Aj

 ≥ 1− β,

where the number of samples used is the maximum of m1, m2,
and m3, and β = 1−

∏3
j=1(1− βj).

Proof: We know that P[| j | ≤ Aj ] ≥ 1− βj . Hence,

P

∆(s,d),(k,z) ≤ ∥ri∥
3∑

j=1

Aj

 ≥ 3∏
j=1

P
[
| j | ≤ Aj

]
≥

3∏
j=1

(1− βj)

Given the probabilistic guarantee, 1− β, we can calculate the
βj’s that must be satisfied by each item.

IV. JOINT OPTIMIZATION FOR INTERFERENCE GRAPH
ESTIMATION AND RESOURCE ALLOCATION

As our IGE approach is in the power domain, we can jointly
optimize the accuracy of IGE and the network performance
with power control. We consider the impact of estimation
errors on resource allocation in the problem formulation, such
that our power allocation scheme is robust to estimation errors.

A. Problem Formulation

Since each node is equipped with a single full-duplex radio,
each node has a single path to the gateway, determined by
the routing algorithm. Based on the buffer status reports of
UEs, we can infer the traffic demand for each link. Our
goal is to 1) maximize the energy efficiency of the mmWave
backhaul network in satisfying the traffic demand within the
required time and 2) minimize estimation errors. As indicated
by Theorem 3, the per-link error can be reduced by decreasing
the condition number of the transmit power matrix. Let I be
the set of indices for blocks and N be the set of indices for
nodes. We can formulate a multi-objective joint optimization
problem as follows.

(P1) min
P,δ

∑
i∈I

∑
(k,z)∈E

ptx
k [i]τ, κ(P)


s.t. (C1)

∑
k∈N

δ(k,z)[i] ≤ 1,∀i ∈ I,∀z ∈ N

(C2)
∑

z∈N
δ(k,z)[i] ≤ 1,∀i ∈ I,∀k ∈ N

(C3) δ(k,z)[i] ∈ {0, 1},∀(k, z) ∈ E ,∀i ∈ I

(C4)
|I|∑
i=1

δ(k,z)[i] ≥
⌈

D(k,z)

R(k,z)τ

⌉
,∀(k, z) ∈ E ,

(C5) ŜINR(k,z) ≥ γ(k,z)δ(k,z)[i],∀(k, z) ∈ E ,

(C6) ptx
k [i] ≥ δ(k,z)[i]Pmin,∀(k, z) ∈ E ,

(C7) ptx
k [i] ≤ δ(k,z)[i]Pmax,∀(k, z) ∈ E ,

(C8) rank(P) = |E|,

where τ is the block length, δ(k,z)[i] indicates if node k
is sending to node z at the i-th block, D(k,z) is the traffic
demand for link (k, z), R(k,z) is the transmission rate under
the selected modulation and coding scheme (MCS), γ(k,z) is
the required SINR by link (k, z) to support the transmission
rate R(k,z), Pmax and Pmin are the boundary powers, and
ŜINR(k,z) is the SINR calculated using the conservative chan-
nel gains that consider the estimation errors for link (k, z).
We define ŜINR(k,z) as

ŜINR(k,z) =
g(k,z),(k,z)p

tx
k

Wz +
∑

(s,d)∈E\(k,z)

gub
(s,d),(k,z)p

tx
s

, (12)

where g(k,z),(k,z) is the equivalent channel gain for the com-
munication link from node k to z, gub

(s,d),(k,z) = ĝ(s,d),(k,z) +
∆(s,d),(k,z), and ĝ(s,d),(k,z) is the estimated equivalent channel
gain for the interference channel from link (s, d) to (k, z). For
each communication link, the channel gain will be estimated
for the demodulation of received symbols. We simply assume
that g(k,z),(k,z) be accurately estimated for the communica-
tion links, which can be easily extended to account for the
estimation errors. The equivalent channel gain, ĝ(s,d),(k,z),
is estimated based on Eq. (9) with the received powers
measured in the previous round of scheduling.

B. Proposed Solution

P1 is a multi-objective mixed integer nonlinear program-
ming (MINLP) problem with a nonlinear objective function
and a rank constraint. When the decision space is large
(with hundreds of binary and continuous variables), it is
challenging to find the optimal solution for P1 due to the
high computational complexity. We thus propose a heuristic
approach with the workflow shown in Fig. 4. Specifically,
we decompose P1 into two subproblems P2 and P3. P2 is
an MINLP problem aiming to maximize the energy efficiency
while satisfying user traffic demand, i.e.,

(P2) min
P ,δ

∑
i∈I

∑
(k,z)∈E

ptx
k [i]

s.t. C1-C7,

fz[i] =
1
m

mi∑
r=(m−1)i+1

(
F(k,z)[r] + V(k,z)[r]

)
︸ ︷︷ ︸

1

+
1
m

mi∑
r=(m−1)i+1

s[r]

︸ ︷︷ ︸
2

+
1
m

mi∑
r=(m−1)i+1

|nz[r]|2︸ ︷︷ ︸
3

, i ∈ {1, . . . , nb} (10)
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Fig. 4. Workflow of our proposed solution.

where the link schedule δ including the on/off states of links
in each block is determined. P3 takes as input the link
schedule δ from P2 to minimize two objectives, the total
power consumption and estimation error. P3 can be written as
a linear scalarization problem to combine the two objectives
using weights, i.e.,

(P3) min
P

α1
1
β1

κ(P) + α2
1
β2

∑
i∈I

∑
(k,z)∈E

ptx
k [i]

s.t. C5-C8,

where variable αi > 0,
∑

i αi = 1, specifies the priority of the
i-th objective, and β1 and β2 are the normalization factors for
the condition number and power consumption. Varying αi’s
allows us to obtain a set of Pareto optimal solutions on the
Pareto front. Based on δ, P3 obtains the power allocation P
that satisfies the rank constraint and minimize the weighted
condition number. P3 differs from P2 in that as δ is given
in P3, its variable list does not include δ, making it a problem
with only continuous variables.
P2 will be relaxed into a second-order cone programming

(SOCP) problem with items penalizing the binary decision
variables deviating from zero or one, and P3 will be relaxed
into a semi-definite programming (SDP) problem, where f2 is
the objective value for solving the relaxed P2 with penalty
items and f3 is the objective value of our heuristic solution for
P1. For optimality loss, we want to evaluate the performance
gap between the optimal and the heuristic solutions. In Fig. 4,
f∗ is the optimal objective value for P1, f0 is the optimal
objective value for P2, and f1 is the objective value for
relaxed P2 with no penalty terms. We know that these values
can be ordered as f1 ≤ f0 ≤ f∗ ≤ f3.2 For small-sized
problems, f0 can be obtained with the branch-and-bound
(B&B) approach. In Section V, we will use the performance
gap between f0 and f3 to evaluate the performance gap
between the optimal and our heuristic solution.

C. Solution to P2

We want to approximately solve P2 with continuous
and convex relaxations. We first relax the binary variables
δ(k,z)[i]’s in P2 into continuous variables between 0 and 1.

2Since f0 are f1 are the objective values for the original and relaxed P2,
respectively, we have f1 ≤ f0. Since P1 has one more constraint (i.e., the
rank constraint) than P2, we expect that f0 ≤ f∗. Moreover, as f3 is the
objective value of the heuristic solution for P1, we know that f∗ ≤ f3.

As a result, the problem becomes a nonconvex nonlinear
problem. After the problem is solved, we want to convert
relaxed continuous δ(k,z)[i]’s back to binary and thus intro-
duce a penalty term in the objective function to penalize
δ(k,z)[i]’s for deviating from 0 or 1. The penalty term is
f(δ) = g1(δ) + g2(δ), where g1(δ) =

∑
i∈I

∑
(k,z)∈E δ(k,z)[i]

and g2(δ) = −
∑
i∈I

∑
(k,z)∈E(δ(k,z)[i])2. Suppose δ(t−1) is

a feasible solution at the (t − 1)-th iteration. g2(δ) can be
linearized by its first-order Taylor approximation near δ(t−1)

as

g2(δ) ≤ g̃2(δ) ≜ g2(δ(t−1)) +∇gT
2 (δ(t−1))(δ − δ(t−1)).

Next, we want to relax the nonconvex constraint C5 into
a convex one and use the successive convex approximation
(SCA) technique to iteratively solve the convex problem until
convergence. To relax the constraint C5, we divide it into two
constraints, i.e.,

(C5.1) a(k,z)[i] = BN0 +
∑

(l,d)∈E\(k,z)

g(l,d),(k,z)p
tx
l [i], (13)

and

(C5.2)
ptx
(k,z)[i]

γ(k,z)
g(k,z),(k,z) ≥ δ(k,z)[i]a(k,z)[i]. (14)

Following the principle of SCA, we need to find a convex
surrogate function for the nonconvex term in C5.2 as

δ(k,z)[i]a(k,z)[i] ≤
ϕ(k,z)[i]

2
(δ(k,z)[i])2 +

(a(k,z)[i])2

2ϕ(k,z)[i]
(15)

for any constant ϕ(k,z)[i] > 0, where the equality holds when
ϕ(k,z)[i] = a(k,z)[i]/δ(k,z)[i]. Then, constraint C5.2 becomes

(C5.3)
g(k,z),(k,z)

γ(k,z)
ptx
(k,z)[i]≥

ϕ(k,z)[i]
2

(δ(k,z)[i])2+
(a(k,z)[i])2

2ϕ(k,z)[i]
,

which is a convex constraint.
Let A be the matrix for a(k,z)[i]’s. At the t-th iteration,

P2 can then be relaxed as

(P2∗) min
P ,δ,A

∑
i∈I

∑
(k,z)∈E

ptx
k [i] + λg1(δ) + λg̃2(δ)

s.t. C1, C2, C4, C5.1, C5.3, C6, C7,

δ(k,z)[i] ∈ [0, 1],∀(k, z) ∈ E ,∀i ∈ I,

which is a SOCP problem. The solution to P2 can be obtained
by iteratively solving P2∗ until convergence.

D. Solution to P3

When δ is given, constraint C5 becomes linear. As shown
in [38], rank constraints are discontinuous and nonconvex,
which needs to be gradually approximated with a sequence of
semidefinite programming (SDP) problems. To approximate
constraint C8, we reformulate it with the rank constraints of
two semidenifinite matrices. Specifically, we have rank(P ) =
|E| if and only if there exists a Z ∈ Snb such that

rank(Z) = |E|,
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and

rank (U) ⩽ |E|, U =
[
I |E| PT

P Z

]
, (16)

where Snb is the set of symmetric nb × nb matrices. Based
on the theorem in [38], we have that when e = 0 and U is a
positive semidefinite matrix, rank(Z) = |E| and rank(U) ⩽
|E| are equivalent to

V TZV > 0, and eInb
−W TUW ⪰ 0

where the vector V ∈ Rnb×1 is the eigenvector corresponding
to the nb−|E|+1 smallest eigenvalue of Z, and the matrices
W ∈ R(nb+|E|)×nb are the eigenvectors corresponding to the
nb smallest eigenvalues of U .

Replacing the rank constraints with the SDP ones, we can
solve P3 by iteratively solving the following problem:

(P3-1) min
P (t),Zt,et

ακ(P) +
(1− α)
P ∗SOCP

∑
i∈I

∑
(k,z)∈E

pt
k[i] + wtet

(17a)

s.t.
(
V t−1

)T
ZtV t−1 > 0, (17b)

etInb
−
(
W t−1

)T
U tW t−1 ⪰ 0, (17c)

0 ≤ et ≤ et−1, (17d)
C5, C6, C7, (17e)

Zt ⪰ 0,U t ⪰ 0, (17f)

where pt
k[i] is the transmit power of node k at the t-th

iteration, W t−1 includes the eigenvectors corresponding to
the nb smallest eigenvalues of U t−1, wt is a weighting factor
increasing with the iteration count t, and P ∗SOCP is the power
consumption of P2∗ used to normalize the power consump-
tion. The starting point at the 0-th iteration can be obtained by
solving Eq. (17) without constraints (17b)-(17d). At the 0-th
iteration, e0 is set to be the nb-th smallest eigenvalue of U0.

To handle the nonconvexity of κ(P), we express the con-
dition number in terms of the singular values. The condition
number of P is the ratio of its largest and smallest singular

values, i.e., k(P) ≜
(

λmax(PT P)
λmin(PT P)

) 1
2

. We can rewrite P3-1 as
an SDP problem, i.e.,

(P3-2) min
P,γ

αγ +
(1− α)
P ∗SOCP

∑
i∈I

∑
(k,z)∈E

pt
k[i]

s.t. C5-C8, C9,

where C9 constrains the smallest and largest singular values
of P as

(C9) µI |E| ≺ PT P ≺ γµI |E|.

It is clear that this problem is nonlinear and nonconvex, which
needs to be further simplified. We know from Eq. (17c) that
when the iterative approach to P3 converges, e = 0 and
rank(U) ≤ |E|. It has been shown in [38] that rank(U) ≤ |E|
indicates rank(Z −PPT ) = 0, i.e., Z = PPT . Since it can
be easily proved that the non-zero eigenvalues of PT P are
also the eigenvalues of PPT , we can replace PT P with Z in

constraint C10. Defining new variables ν = 1/µ, Z̃ij = Zij/µ,
P̃ij = Pij/µ and ẽt = et/µ, we can rewrite C10 as

(C∗10)
[
I |E| 0
0 0

]
≺ Z̃t ≺ γ

[
I |E| 0
0 0

]
,

where Z̃t = [Z̃ij ]. Following the substitution, we can rewrite
C5-C7 as C∗5 -C∗7 . Then, the problem P3-2 can be solved by
solving the following problem iteratively until convergence:

min
P̃ ,Z̃,ẽt,γ,ν

αγ +
(1− α)
P ∗SOCP

∑
i∈I

∑
(k,z)∈E

p̃t
k[i] + wtẽt (18a)

s.t. C∗5 -C∗7 , C∗9 (18b)(
Ṽ t−1

)T

Z̃
t
Ṽ t−1 > 0, (18c)

ẽtInb
−
(
W̃

t−1
)T

Ũ
t
W̃

t−1
⪰ 0, (18d)

0 ≤ ẽt ≤ ẽt−1, (18e)

Z̃
t
⪰ 0, Ũ

t
⪰ 0, ν > 0, (18f)

where Ũ =
[
νI |E| P̃T

P̃ Z̃

]
, P̃ = [P̃ij ]. Ṽ t−1 and W̃

t−1
are

computed by Z̃
t−1

and Ũ
t−1

as what V t−1 and W t−1 to
Zt−1 and U t−1, respectively.

E. Convergence Analysis

We first prove that the iterative approach for P2∗ cov-
erges. Let (P t, δt,At) be the solution of P2∗ at the t-th
iteration. At the (t + 1)-th iteration, if we replace (P , δ,A)
by (P t, δt,At), all the constraints in P2∗ are still satisfied.
This means that the solution at the t-th iteration is a feasible
solution at the (t + 1)-th iteration. As a result, the solution
obtained at the (t+1)-th iteration is less or equal to that at the
t-th objective. In addition that the solution of P2∗ is bounded
due to the power constraints, we have that P2∗ is convergent.
Since P3 is solved iteratively, we want to prove the conver-
gence of the iterative approaches. Specifically, we first want to
prove that if there exists a solution at the (i− 1)-th iteration,
a solution will also exist at the i-th iteration, i.e., the problem
is always solvable during the iterative process. Let (U t, et)
be the solution to Eq. (17) at the t-th iteration. Then, (U t, et)
satisfies etInb

−
(
W t−1

)T
U tW t−1 ⪰ 0 , i.e., et ≥ λ1 =

λmax

((
W t−1

)T
U (t)W t−1

)
. We want to prove that etInb

−(
W t

)T
U tW t ⪰ 0 is true, i.e., et ≥ λmax

((
W t

)T
U tW t

)
,

such that Eq. (17) has at least a solution (U (t), et) at the
(t+1)-th iteration. By definition, we know the nb-th smallest
eigenvalue λ2 = λmax

((
W t

)T
U tW t

)
. We next want to

prove that λ1 ≥ λ2. Recall that W t includes the eignvectors
corresponding to the nb smallest eigenvalues ofU t. It has been
proved in [39] that for W TW = Inb

, λmax

(
W TU tW

)
≥

λ2. Since
(
W t−1

)T
W t−1 = Inb

, we have λ1 ≥ λ2. For the
first iteration (t = 1), the pair (U0, e0) is a feasible solution
for the iterative problem at the first iteration, where e0 is the
(|E| + 1)-th largest eigenvalue of U0. Since Eq. (17) has a
solution at each iteration and et ≤ et−1, the iterative approach
converges.

Authorized licensed use limited to: Shanghai Jiaotong University. Downloaded on March 17,2025 at 08:28:26 UTC from IEEE Xplore.  Restrictions apply. 



13626 IEEE TRANSACTIONS ON WIRELESS COMMUNICATIONS, VOL. 23, NO. 10, OCTOBER 2024

V. PERFORMANCE EVALUATION

A. Simulation Setup

The performance of our proposed joint optimization for IGE
and resource allocation is evaluated via extensive simulations.
A dense multi-hop mmWave backhaul network is simulated,
where BSs are randomly located in a 0.01km2 square field
with density more than 700 BSs/km2. To prevent BSs from
being either too close or distant, we control the distances
between BSs within the range of 15m to 100m. To align with
the 3GPP standards [4], we divide time into slots of equal
length and each BS transmits data at the beginning of each
time slot. Each time slot includes 14 OFDM symbols and
the length of a time slot depends on the subcarrier spacing,
ranging from 1ms down to 62.6µs. BSs are synchronized
with TOs and experience CFOs with the fractional component
between −0.5 and 0.5. Among all BSs, one is selected to serve
as the gateway, while all other BSs backhaul traffic to/from
the gateway. Between each BS and the gateway exists only
a single path, determined by the Dijkstra algorithm based
on the distances between BSs. The links between BSs are
directional, allowing both upstream and downstream traffic,
where the total number of links is twice the number of BSs
minus one. The mmWave channel H(k,z) is modelled as a
Rician channel, with a LOS component HL

(k,z) and a scattering

component HS
(k,z), i.e., H(k,z) =

√
ϖ(k,z)ζ(k,z)

ζ(k,z)+1 HL
(k,z) +√

ϖ(k,z)

ζ(k,z)+1H
S
(k,z). The Rician K-factor ζ(k,z) is set to 2 and

ϖ(k,z) = 10−(10ϱ1log10d(k,z)+ϱ2log10(4π/λ))/10, where d(k,z) is
the distance of link (k, z), λ is the carrier wavelength, and ϱ1,
ϱ2 are empirical propagation parameters as in [40]. We sim-
ulate the randomness in the Rician channel by changing the
scattering component HS

(k,z), consisting of independent and
identically distributed entries following Gaussian distribution
as in [40] and [41].

Each BS has access to a uniform linear array (ULA) with
100 antennas and the antenna spacing is equal to half of the
wavelength. As a BS’s transmitter is relatively close to its
own receiver compared with the distance away from other
nodes, we assume that SI channel suffers from Rayleigh
flat fading without any effect of path loss, i.e. (HSI

z )i,j ∼
CN (0, 1). Unless specified otherwise, we assume that the
system has sufficient SI suppression with a SIC capability
η = −100 dB according to [42] and [43]. The angle-of-arrival
(AoA) at each BS is the direction from which the strongest
signal strength is detected, which are used to estimate the
transmit and receive beamforming vectors of BSs. We allow
each BS to control its transmit power between 800mW and
1200mW and use a different transmit power for each block.
Each scheduling period is pre-determined by the number of
BSs and the block length. We will discuss the choice of
a proper block length in our experiments. The MCS for
each link is determined based on the channel quality. The
demand for each link takes a random number of time slots,
less than the scheduling period, to send with the chosen
modulation scheme. We use the square M -QAM modulation
in our experiments and M ∈ {4, 16, 64, 256}. Each transmitter
randomly selects modulated symbols from the constellation to

TABLE II
SIMULATION PARAMETERS

Fig. 5. Design parameter selection.

send on each subcarrier. The simulation parameters are listed
in Table II.

B. Design Parameter Selection and Convergence

Weight Choice for Multi-Objective Functions.: To strike
a balance between the channel gain estimation error and
power consumption, we evaluate the two metrics under dif-
ferent weight choices. Since the experiments are conducted
on random topologies, for better comparison, we normalize
the total power consumption as in the objective function in
Eq. (17a). From Fig. 5(a) and 5(b), we can see that as the
weight of power consumption increases, the channel gain esti-
mation error increases and the normalized power consumption
decreases, as expected. Proper weights can be chosen based
on the specific requirements on channel gain estimation and
power consumption. In our experiments, we choose the power
consumption weight of 0.8 to control the extra power overhead
attributed to IGE.

Scheduling Period Length: As indicated by Theorem 4,
a larger scheduling period helps reduce the condition number
of the transmit power matrix. However, a larger scheduling
period means a slower update of the channel estimation.
We know that the minimum required number of blocks is equal
to the number of BSs. The blocks exceeding the minimum
required ones are referred to as surplus blocks. Fig. 5(c)
shows the estimation errors under different numbers of surplus
blocks, where the network topologies are random with 8,
12, or 16 links. It can be seen that the median condition
number decreases as the number of surplus blocks increases,
which aligns with Theorem 4. As a result of the decreasing
condition numbers, the estimation errors decrease sharply with
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Fig. 6. Convergence of our approach under a random 16-link topology.

several surplus blocks. We thus use two surplus blocks in our
experiments.

Block Length: As mentioned, we want to use the average
transmit power to approximate the expected one with a suf-
ficient number of samples. Fig. 5(d) shows the distribution
of the channel gain estimation errors under different num-
bers of subcarriers and OFDM symbols, where more than
100,000 channel gains are estimated under 16-link networks
with random topologies for each configuration. We can see
that the estimation error decreases as more subcarriers and
OFDM symbols are used, equating to using more samples in
the time domain. When the number of subcarriers is 1024,
the average absolute estimation error is as low as 0.6dB,
even when a single OFDM symbol is used. There is no
significant difference in estimation error when the number
of OFDM symbols increases from 14 to 28. We thus set
blocks to include 14 OFDM symbols, i.e., one time slot, in our
experiments.

Convergence: After all design parameters are determined,
we evaluate the convergence performance of our approach
under random topologies. As we discussed in Section IV-E,
when et approaches to zero, the iterative approach to Eq. (18)
converges. Fig. 6 shows the convergence process under a
random topology of 16 links. As the number of iterations t
increases, et decreases to 0. It can be seen that our iterative
approach takes only 6 iterations to converge.

C. Performance Evaluation

Channel Gain Estimation: We measure the estimation error
of the equivalent channel gain from link (s, d) to (k, z) as
10 log10

(
ĝ(s,d),(k,z)/g(s,d),(k,z)

)
in dB, which is the log ratio

of the estimated and actual equivalent channel gains. The ratio
is equal to zero when the estimated and actual channel gains
are equal and increases in its absolute value as the measured
one deviates away from the actual one. Fig. 7(a) shows the
boxplot of the estimation errors using our approach under
different network sizes, where the network size is measured
by the number of links in the backhaul network. We can see
that our approach achieves estimation errors less than 2dB
for almost all the links, with half of the errors less than
0.8dB. The estimation errors slightly increase with the network
size. As the network size increases, the condition number of
the transmit power matrix tends to increase due to a larger
dimension and results in larger estimation errors.

Fig. 7(b) shows the distribution of the channel gain estima-
tion errors for 16-link networks with random topologies, where
the relative magnitude of a link is calculated with respect

to gmax, the maximum channel gain in the network. We can
see that smaller channel gains tend to have larger estimation
errors. For extremely small channel gains, the estimated values
may fall below zero due to estimation errors. We choose to
set such channel gains to the minimum channel gain in the
network. Fortunately, such links with small equivalent channel
gains are typically weak interference links, with signal strength
much less than the communication links. Fig. 7(c) shows the
estimation errors for communication and interference links,
respectively. It can be seen that the interference links generally
experience larger estimation errors than the communication
links. As a result, the estimated SINR is close to the actual one,
ensuring that the joint optimization can perform as expected
under estimation errors.

Robustness to TO and CFO: Fig. 8(a) shows the estimation
errors under different TOs, where the TO is normalized with
respect to CP length. Since our approach estimates channel
gains in the power domain, it is robust to TO and achieves
very small estimation errors under all TOs. Fig. 8(b) shows
the estimation errors under different ranges of CFOs, where
CFOs are randomly selected for each range. We can see
that our approach achieves almost the same distribution of
estimation errors as when no CFO exists (i.e., CFO = 0). This
indicates that our approach is robust to CFOs. The channel
gain estimation errors are mainly due to the randomness in
received powers, not CFOs.

Comparison With the Existing Methods: We compare our
approach with two existing methods for channel gain esti-
mation: reference signal (RS)-based and model-based. The
RS-based approach sends known reference symbols for mea-
surement and the model-based approach is assumed using the
same Rician channel model as in our experiments, where the
K-factor is set to 2. We compare our approach and RS-based
approach under different TOs. As shown in Fig. 8(a), the
RS-based approach is accurate when TO is within CP and
degrades rapidly when TO becomes greater than CP, while
our approach is robust to TO. We compare our approach and
the model-based approach under different Rician K-factors.
Fig. 9 shows that the model-based approach suffers from
the randomness in the scattering component of the mmWave
channel. Only when the LOS component is dominant (for
large K-factors), the model-based approach can have small
estimation errors as our approach does.

Optimizing the Condition Number: In our proposed solution,
the second step is to minimize the condition number of the
transmit power matrix. Fig. 10 shows the distributions of
estimation errors before and after minimizing the condition
number. We can see that reducing condition number helps
reduce the estimation errors, consistent with what Lemma 2
implies. Looking into how much condition numbers are
reduced, we find that the reduction is significant for condition
numbers of different magnitudes and that large condition
numbers generally experience larger reductions than small
ones.

Power Overhead: Our approach uses power as a new
dimension for interference measurement and thus may have
extra power overhead. We compare our approach with the pure
resource allocation scheme not considering IGE (i.e., P2∗) in
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Fig. 7. The accuracy of equivalent channel gains is estimated with respect to network size, channel gain magnitude, and link type. In summary, both the
interference and communication channel gains can be accurately estimated under different network sizes.

Fig. 8. Equivalent channel gains are estimated under TO and CFO. Our
approach is robust to TO and CFO.

Fig. 9. When the scattering component of the mmWave channel is large
(small Rician K-factors), the model-based approach fails to accurately estimate
the channel gains, while our approach performs well regardless of the K-factor.

Fig. 10. Impact of condition number.

Fig. 11. Power overhead.

terms of power consumption. Let P1 and P0 denote the power
consumption in our approach and the pure power resource
allocation scheme, respectively. We define power overhead as
(P1−P0)/P0. Fig. 11 shows the boxplot for power overheads
under different network sizes, where 100 random layouts are
used for each network size. The positive power overheads
indicate that our approach estimates the interference graph at

Fig. 12. Robustness to channel gain estimation errors.

the cost of power consumption. When the network includes
10 links, the 99-percentile power overhead is below 6% and
the average is about 2%. The power overhead in general
decreases as the network size increases because the extra
power consumption needed for power control increases slower
than the total power consumption of the network.

Robustness to Channel Estimation Errors: To combat chan-
nel estimation errors, we have incorporated the error bounds
of estimated channel gains in our problem formulation (P1).
We define the unsatisfied ratio as the percentage of links
not satisfying the SINR constraints due to estimation errors.
Fig. 12 shows that the distributions of unsatisfied ratios
with and without considering estimation errors (∆) under
700 random topologies. Compared with the power allocation
without considering ∆, our approach significantly reduces the
unsatisfied ratios, with only 2% of links slightly violating the
SINR constraints for 5% of random topologies. In contrast,
about 60% of topologies have an unsatisfied ratio greater
than 2% when ∆ is not considered. The violation is because
we use the bounds of the expected channel estimation errors
for power allocation. A more conservative bound can be used
to further reduce the unsatisfied ratios.

Impact of SIC Capability: The above experiments are con-
ducted under a fixed SIC capability of 100 dB. We re-do the
above experiments for channel gain estimation errors under
different SIC capabilities. Fig. 13 shows that the distribution
of the estimation errors does not have significant changes, even
when the SIC capability is as low as 70 dB. This is because we
consider the equivalent residual SI channels in the estimation
and can accurately estimate their channel gains. Nonetheless,
when a residual SI channel is overly strong and significantly
affects the overall magnitude of the received signal, it may
affect the estimation accuracy of weak channels as indicated
by the error analysis in Section III-D.

Optimality Loss: We compare our approach with the B&B
approach that aims to find the optimal solution for resource
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TABLE III
COMPARISON WITH THE B&B APPROACH

Fig. 13. Channel gain estimation errors under different SIC capabilities.

allocation in terms of power consumption and run time.
Table III shows the experimental results under four different
network sizes, where the power and run time ratios are the
power consumption and run time of our approach divided by
those of the B&B approach, respectively. It can be seen that
the power ratio is close to one, indicating that our approach
experiences no significant optimality loss for power consump-
tion. Meanwhile, our approach takes only a few percent of
the run time of the B&B approach and the gap in run time
continues to grow as the network size increases.

VI. CONCLUSION

In this paper, we proposed to use power as a new dimen-
sion for interference graph estimation, such that it can be
done simultaneously with resource allocation using the same
frequency-time resources. To this end, we proved that the
mmWave backhaul network can be considered as a linear
system such that the interference graph can be measured with
power control. We derived bounds for the estimation errors of
channel gains and found that minimizing condition number of
the transmit power matrix is effective in reducing the estima-
tion errors. We formed a multi-objective joint optimization of
the resource allocation and IGE, and showed that our approach
is robust to timing and carrier frequency offsets. Moreover,
the overhead of our approach was shown to be minimal by
experiments. As for future work, we will apply the joint
optimization framework to other wireless networks.

APPENDIX A
PROOF OF LEMMA 1

Since v[i] ∼ CN (0, σ2
vI), E[nz[i]] = E[ω̃T

z v[i]] = 0 and
E
[
|nz[i]|2

]
= ω̃T

z E
[
v[i]v[i]H

]
ω̃∗z = σ2

v . Let F(s,d),(k,z)[i] =
heq

(s,d),(k,z)xs[i−µ(s,d)]. Based on Eq. (2), the expected receive
power of node z can be calculated by omitting the items
multiplying nz[i] as

E[|yz[i]|2]

=
∑

(s,d)∈E

|heq
(s,d),(k,z)|

2E
[∣∣xs[i− µ(s,d)]

∣∣2]
+

∑
(s,d)∈E

∑
(l,v)∈E

(l,v) ̸=(s,d)

E
[
F(s,d),(k,z)[i]F ∗(l,v),(k,z)[i]

]
+ σ2

v .

Since xs[i] and xl[i] are independent for s ̸= l, we have
E[xs[i]xl[i]∗] = E[xs[i]]E[xl[i]∗] = 0, where E[xs[i]] = 0 for

all s’s, because xs[i] = 1√
Nc

∑Nc−1
r=0 Xs[r]ej2πir/Nc and

E[Xs[r]] = 0 for 1 ≤ m ≤ Nc. This implies that when
(l, v) ̸= (s, d),

E
[
F(s,d),(k,z)[i]F ∗(l,v),(k,z)[i]

]
= qE

[
xs[i− µ(s,d)]

]
E
[
x∗l [i− µ(l,v)]

]
= 0,

where q = heq
(s,d),(k,z)

(
heq

(l,v),(k,z)

)∗
E∆ϕ

[
ej2πi∆ϕ

]
and

∆ϕ = ϕ(s,z) − ϕ(l,z).

APPENDIX B
PROOF OF THEOREM 2

Since the I/Q components of xk[i] are assumed to be inde-
pendent and that the modulated symbols for each component
are selected from the constellation equi-probably, we have
that E[XI

k [i]] = E[XQ
k [i]] = 0 and σ2

k = Var(XI
k [i]) =

Var(XQ
k [i]). Suppose we want to calculate the average power

of received signals over Nk OFDM symbols. As each OFDM
symbol includes Ns = Nc + Ng time-domain samples,
the average signal power is p̄tx

k = 1
NkNs

∑NkNs

j=1 |xk[j]|2.
We want to apply the concentration inequalities to bound
the difference between p̄tx

k and E[|xk[i]|2]. However, the
concentration inequalities generally assume the independence
between variables, while the transmitted signals, xk[i]’s, are
the IDFTs of all modulated symbols on Nc subcarriers and
are thus dependent. We thus want to relate xk[i] with the
modulated symbols, Xk[z]’s, that are independently chosen.

Based on the Parseval’s Theorem for discrete signals, the
sum of transmitted signals within an OFDM symbol is

Ns−1∑
i=0

|xk[i]|2 =
Nc−1∑
z=0

|Xk[z]|2 +
Ng−1∑
i=0

|xk[i]|2. (19)

As xk[i] is the IDFT of Xk[z]’s, it can be written as

|xk[i]|2 =
1

Nc

Nc−1∑
d=0

Nc−1∑
z=0

Xk[d]Xk[z]∗ej2π(d−z)i/N ,

=
1

Nc

Nc−1∑
d=0

|Xk[d]|2

+
2

Nc

Nc−1∑
d=1

d−1∑
z=0

Re{Xk[d]Xk[z]∗ejθ},

where θ = 2π(d− z)i/N . Then, this implies that

E[|xk[i]|2] = E[|Xk[z]|2] = E[(XI
k [z])2] + E[(XQ

k [z])2]

= 2σ2
k,

and Eq. (19) can be rewritten as

Ns−1∑
i=0

|xk[i]|2 =
Ns

Nc

Nc−1∑
z=0

|Xk[z]|2 +
2

Nc

Ng−1∑
i=0

Nc−1∑
d=1

d−1∑
z=0

fk(X),

where fk(X) = Re{Xk[d]Xk[z]∗ejθ}.
As Xk[d] = XI

k [d] + jXQ
k [d], we can rewrite fk(X) as

f(Xk) = XI
k [d]XI

k [z] cos(θ) + Xk[d]QXQ
k [z] cos(θ)

−XQ
k [d]XI

k [z] sin(θ) + XI
k [d]XQ

k [z] sin(θ),
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where d ̸= z. For zero-mean independent variables xi’s,
we have

Var(x1 . . . xd) =
d∏

i=1

(
Var(xi) + E2[xi]

)
−

d∏
i=1

E2[xi]

=
d∏

i=1

Var(xd),

which implies Var(XI
k [z]XI

k [d]) = Var(XI
k [z]) Var(XI

k [d]).
In addition that Var(XI

k [z] cos(θ)) = E[(XI
k [z])2] cos2(θ) and

Var(XI
k [d]) = Var(XQ

k [d]), we can have Var(f(Xk)) = 2σ4
k.

To use the Bennett’s inequality, we further need to bound
fk(X) as

|fk(X)| ≤ |Xk[d]| |Xk[z]|
∣∣ejθ

∣∣ ≤ Bk,1 = 2
(
XI,max

k

)2

.

Combining the above facts, f(Xk) can be bounded as

P

[
1
n

n−1∑
i=0

f(Xk) ≥ ∆

]
≤ exp

(
−

nσ2
f

B2
k,1

h

(
Bk,1∆

σ2
f

))
,

where n is the number of samples and σ2
f = Var(f(Xk)).

Let µk = E[|xk[i]|2] and 0 ≤ δ ≤ 1 denote the approxima-
tion error between p̄tx

k and µk. The probability of p̄tx
k being

greater than µk(1 + δ) is

P
[
p̄tx

k − µk ≥ µkδ
]

=P

[
1

NkNc

Nk−1∑
i=0

Nc−1∑
z=0

|Xk[z + Nci]|2 − µk ≥ µkδ − f(X)

]
≤ P [f(X) ≤ ∆] P[E] + P[f(X) ≥ ∆],

where

f(X) =
2

NkNsNc

Nk−1∑
i=0

Ng−1∑
l=0

Nc−1∑
d=1

d−1∑
z=0

fk(X),

and

P[E]=P

[
1

NkNc

Nk−1∑
i=0

Nc−1∑
z=0

|Xk[z + Nci]|2 − µk≥µkδ −∆

]
.

Based on the Bennett’s inequality, we have

P[E] ≤ exp

(
−NkNcσ

2
S

B2
k,2

h

(
Bk,2(µkδ −∆)

η2
k

))
.

where Bk and η2
k are the upper bound and variance for

|Xk[z]|2 − µk, respectively. Since µk = 2σ2
k and XI,max

k ≥
2σ2

k, Bk = 2
(
XI,max

k

)2

− 2σ2
k, and η2

k = E[|Xk[z]|4]− 4σ4
k.

Moreover, we know that p̄tx
k − µk ≤ −µkδ if and only if

−p̄tx
k + µk ≥ µkδ, which implies that P [|p̄tx

k − µk| ≥ µkδ] ≤
2P [p̄tx

k − µk ≥ µkδ].

APPENDIX C
PROOF OF THEOREM 3

We want to compute a bound for each item using the Cheby-
shev’s inequality, which requires knowing the variance of the
variable. It has been shown in [44] that xs[i] approximately
follows the complex Gaussian distribution when the number

of subcarriers is large based on the central limit theorem.
Since xs[i − µ(s,d)] have same distribution with xs[i] and
recall Eq.(3), [44] has shown it become complex gaussian with
variance 2σ2

s (σ2
s is the variance of modulated symbol Xs’s

real/imaginary part) by the central limit theorem. As a result,
E[|xs[r]|2] = 2σ2

s .
Let D(k,z)[r] = F(k,z)[r] + V(k,z)[r], which is a real-

valued variable. We first calculate E[D2
(k,z)[r]] for item

1 . As Ex[xs[r]] = 0, Ex[q(s,d),(k,z)[r]] = 0 and
Ex[q2

(s,d),(k,z)[r]] = 0. We thus have that

V arx( 1 ) = Ex[ 1
2
]− (Ex[ 1 ])2

=
1

m2
1

Ex[(
m1i∑

r=(m1−1)i+1

D(k,z)[r])2]

[3pt] =
1

m1

∑
e1∈E

∑
e2∈E
e2 ̸=e1

Ex[|qe1,(k,z)[r]|2]Ex[|q∗e2,(k,z)[r]|
2]

=
4

m1

∑
e1∈E

∑
e2∈E
e2 ̸=e1

|heq
e1,(k,z)|

2|heq
e2,(k,z)|

2σ2
sσ2

l ,

where e1 = (s, d) and e2 = (l, v). Using the Chebyshev’s

inequality, we have P[| 1 | > A1] ≤ V ar( 1 )

A2
1

.
For item 2 , we know E[ 2 ] = 0 and

V arx( 2 )

= Ex[ 2
2
]− (Ex[ 2 ])2

= −4(
∑

(s,d)∈E

|heq
(s,d),(k,z)|

2σ2
s)2

+
1

m2
2

E[(
m2i∑

r=(m2−1)i+1

∑
(s,d)∈E

|heq
(s,d),(k,z)|

2|xs[r]|2)2]

=
1

m2

∑
(s,d)∈E

|heq
(s,d),(k,z)|

4(Ex[|xs[r]|4]− 4σ4
s)

Using Eq. (3), we can compute

Ex[|xs[r]|4] =
1

N2
c

Nc−1∑
i=0

Nc−1∑
j=0

|Xs[i]|2|Xs[j]|2

+
1

N2
c

Nc−1∑
i=0

Nc−1∑
j=0
j ̸=i

|Xs[i]|2|Xs[j]|2

= 8σ4
s −

4
Nc

σ4
s

Using the Chebyshev’s inequality, we have P[| 2 | > A2] ≤
V ar( 2 )

A2
2

For item 3 , since v[i] ∼ CN (0, σ2
vI), and nz[i] =

ω̃T
(k,z)v[i], we have nz[i] ∼ CN (0, σ2

v). Thus, Eṽ[ 3 ] = σ2
v

and

V ar( 3 ) = En[ 3
2
]− (En[ 3 ])2
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=
1

m2
3

En[(
m3i∑

r=(m3−1)i+1

(nI
z[r])

2 + (nQ
z [r])2)2]− σ4

v

=
1

m3
σ4

v .

Using the Chebyshev’s inequality, we have P[| 3 − σ2
v | >

A3] ≤
V ar( 3 )

A2
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